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Summary

Russia’s aggressive campaign targeting the 2016 U.S. election revealed not only the extent to which information and communications technologies are being used to undermine democratic processes but also the weaknesses of protection measures. The U.S. government was effectively caught off guard, once again highlighting that such interference presents a rising global threat. Comprehensive strategies and tools are clearly needed as part of a long-term, holistic approach to building resilience, but to be effective, they should be informed by the regular sharing of best practices and lessons learned between countries.

In reaction to Russia’s disruptive campaigns in Europe and the United States, European governments took steps before and during their 2017 elections to better protect against disinformation campaigns and cyber attacks. Unsurprisingly, an examination of their efforts shows the importance of identifying risks at the local, regional, and national levels and actively engaging political parties and traditional and social media outlets. These lessons and others could provide the basis for a common, analytical framework to assess the different dimensions of risk and guide countries’ preparatory actions.

Lessons From European Efforts

• Consider electoral systems as part of critical infrastructure, institutionalize preparations to protect election processes, and broaden activities to the subnational levels.

• Focus on resilience measures, for example, by conducting regular vulnerability analyses and developing contingency plans. Legal measures should be explored through an inclusive process.

• Issue public statements to deter threat actors and educate voters about disinformation campaigns.

• Train and educate political parties and campaigns to better protect against potential interference.
• Conduct government-media dialogue, encourage media to take voluntary protective measures, and engage social media companies in mitigating potential threats.
• Support international cooperation, particularly the sharing of lessons learned and best practices.

Preparing for the 2018 U.S. Midterm Elections
• Issue a clear warning that interference in the 2018 elections by Russia or any other actor will result in severe consequences.
• Coordinate government efforts to protect against cyber attacks and disinformation.
• Provide more training and support to state and local election officials.
• Regularly assess election infrastructure.
• Encourage states to reevaluate the use of electronic voting machines.
• Encourage political parties and their candidates, staff, and volunteers to follow basic cybersecurity practices.
• Encourage donors to require that political parties and campaigns implement basic cyber hygiene for their candidates, staff, and volunteers.
• Urge political parties and campaigns to explicitly state that they will not use or support social media bots.
• Increase society’s resilience by clearly communicating the risks of foreign interference in U.S. democracy.
• Promote independent citizen fact-checking and investigative journalistic initiatives.
• Improve media literacy among the public.
Introduction

In 2016, Moscow brought a threat that has long plagued many Central and Eastern European capitals to the heart of Washington, DC. Russia hacked the U.S. Democratic National Committee’s system and subsequently released the confidential material to the public in a clear attempt to influence the outcome of the 2016 U.S. presidential election. The cyber attack was paired with a disinformation campaign whose scope and reach is still being assessed more than a year later. The administration of then president Barack Obama was certainly concerned about potential hacking—especially given the malware attack during Ukraine’s 2014 presidential election—but all evidence to date suggests that the Russian government achieved significant success without actually hacking election infrastructure. The U.S. government was essentially caught off guard.

After witnessing the events in the United States, a number of European leaders scrambled to protect their countries against similar interference in their 2017 elections. Some of their actions appear to have been successful, but given the urgency, they were likely hindered by ad hoc coordination and knowledge sharing. Systematically studying these efforts and others could proactively help to inform the development of long-term strategies and tools to improve countries’ resilience to future attacks. More importantly, such analysis could pave the way for sharing lessons learned and best practices across countries—an urgent effort considering that, in 2018 alone, elections will take place in Georgia, Latvia, Sweden, Brazil, and Mexico, among others. And in 2019, elections to the European Parliament will occur. Looking ahead to the November 2018 U.S. midterm elections and the next presidential election in 2020, U.S. officials are particularly worried about further meddling. According to U.S. Director for National Intelligence Daniel Coats, “there should be no doubt that Russia perceives its past efforts as successful and views the 2018 U.S. midterm elections as a potential target.” So as the United States and other countries ponder how to better prepare for interference, what can be drawn from Europe’s recent experiences?

Systematically studying these [Europe’s] efforts and others could proactively help to inform the development of long-term strategies and tools to improve countries’ resilience to future attacks.
An examination of the protection measures that Germany, France, the Netherlands, and the United Kingdom enacted in 2017 and prior offers a good starting point for assessing the dimensions of risk and the effectiveness of preparations for, and responses to, election interference. These countries are geopolitically important within Europe as well as with regard to Russia. Their specific experiences are also useful to compare. The hacking of French President Emmanuel Macron’s campaign during the presidential election arguably stands out as the Kremlin’s most brazen action. The elections in Germany, on the other hand, are remarkable because no significant attempts at interference were reported. The events of the past year and a half merit a closer look to determine what actually happened and why. Sweden, which will hold elections in September 2018, is also worth including, as it offers potential insights into how a country can prepare well ahead of time to protect its elections.

When studying Russian interference and country preparations and responses, it is important to differentiate between “fake news” and hacking operations. This ensures that the full range of vulnerable targets are accounted for—including the databases of political parties and campaigns, social media platforms and conventional news organizations, the personal accounts of candidates and their families, voter registration systems, voting machines and software, and transmission channels for voting results. Thus far, based on open-source information, government tools to protect such targets have largely included operational and policy changes, such as the banning of electronic vote counting; technical changes to election infrastructure; legal measures, such as new laws; and awareness-raising campaigns.

However, eliciting best practices—and, more importantly, a long-term, holistic approach to interference—cannot come from merely studying these targets and tools in isolation. And doing so would not be conducive to ongoing, systematic knowledge sharing. Thus, it could be helpful to combine their general dimensions within an analytical framework—to inform both future strategies and more in-depth research. Drawing on the experiences of Central and Eastern European countries in recent years and the United States during the 2016 election, a framework begins to take shape. It conceptualizes the different risk dimensions of disinformation campaigns and hacking operations, places them in the context of an election cycle, and lists the types of preparatory actions governments can take at all levels. Stakeholders in the United States and other countries could further develop this framework, perhaps as part of an internationally coordinated effort. Meanwhile, lessons learned and best practices garnered from case studies could inform stronger legal, technical, operational, policy, civil society, and educational measures against likely interference perpetrated by Russia and other actors.
Five European Experiences With Russian Election Interference

Netherlands: General Elections, March 2017

Following warnings from Dutch intelligence, officials in the Netherlands took the issue of potential Russian interference in its elections seriously. But because of either their active preparations or an apparent lack of Russian effort at interference, the elections were carried out successfully and without any noteworthy interference.

Preparatory Actions

Reports of Russian activities during the U.S. election placed The Hague on high alert. It was already concerned about potential interference due to two major incidents: the alleged hacking of the Dutch Safety Board’s computers in October 2015 by a group of Russian hackers known as Pawn Storm (also known as APT28 and Fancy Bear) and the alleged meddling leading up to the April 2016 Dutch referendum on a European Union (EU)—Ukraine trade deal by either Netherlands-based, pro-Russian sympathizers or activists. The timing of the former incident made the objective clear: it occurred both before and after the board published its report investigating the downing of flight MH17 in eastern Ukraine. Despite the apparent failure, Moscow’s activities had a significant impact. Local pro-Russian voices in the Netherlands actively tried to counter the hacking accusations.

Interference leading up to the referendum was perhaps more blatant. The Kremlin was vehemently against the EU-Ukraine trade deal. A consortium of local pro-Russian, anti-Ukraine expats—led by a left-wing Dutch parliamentarian, Harry van Bommel—vocally opposed the deal and referred to Ukraine’s pro-Western government as a “bloodthirsty kleptocracy.” The opposition used in-person meetings, television, and social media to echo their views. In addition, pro-Russian agents passed themselves off as Ukrainians to infiltrate town hall meetings and Dutch groups akin to U.S. political action committees, such as the conservative Forum for Democracy, which became a major political party in 2016. During the referendum, the party repeated the Kremlin’s talking points and shared Moscow’s propaganda videos.

Of course, Russian interference was not the only factor that influenced the referendum; the referendum also reflected the Dutch population’s growing antipathy toward the EU. The Hague has been particularly concerned about the more amorphous threat of local populists who, knowingly or unknowingly, champion Russia’s agenda in their attempts to disrupt the political status quo.
The fact that the General Intelligence and Security Service (AIVD) began surveilling the Russian hacking group Cozy Bear in mid-2014 and alerted U.S. officials to its activities in 2016 reveals just how seriously the Netherlands was taking the threat of interference. Notably, the agency was able to corroborate the U.S. Democratic National Committee hack because it was monitoring Russian activities in the aftermath of the Dutch Safety Board hack and interference in the EU-Ukraine referendum.

In its 2016 annual report, the AIVD highlighted an increase in Russian influence operations targeting the country’s economic, political, scientific, and defense sectors. The report specifically cites cyber attacks, attempted recruitments of human intelligence, espionage, false flag operations, and the manipulation of public opinion. It states that “the dissemination of disinformation and propaganda plays an important role in clandestine political influence.” It also attributes an attack against 100 government email accounts to Russian activity. Dutch intelligence officers openly assert that Russians have persistently tried to “penetrate the computers of government agencies and businesses.”

The Dutch government took several measures to protect against potential Russian interference ahead of its March 2017 elections. Electronic voting was banned in the Netherlands in 2007 to ensure the public’s trust in the democratic process, but the government felt that additional steps were necessary after receiving reports of software-related vulnerabilities. Fearing that Russia would attempt to hack into vote counting technology, it decided to ban the electronic counting of ballots and election officials’ use of USB flash drives and email. The Dutch interior minister was particularly concerned about the technology’s outdated software but also wanted to enhance public confidence so that “not a shadow of doubt should hang over the results.” Further contributing to the government’s decision were rumors that Russia was looking to hack other elections after the 2016 U.S. election. During a visit in Washington, DC, in January 2017, then Dutch foreign affairs minister Bert Koenders met with U.S. officials to discuss any specific information pertaining to potential Russian cyber attacks against the Netherlands. While it is unclear whether any such information was exchanged, the trip is evidence of the seriousness the Dutch government ascribed to the issue of Russian meddling.

In addition to the bans, the government made efforts to raise public awareness of Moscow’s persistent efforts to infiltrate domestic and international governments, disrupt the political process, and influence policymaking by acquiring clandestine information through cyber espionage and human-acquired intelligence. These efforts also aimed to sensitize the Dutch public to disinformation and alternative facts by highlighting and discrediting troll-manufactured videos and by sharing forensic evidence that linked social media feeds by activists to Russian media outlets.
Social media companies also took action ahead of the March 2017 elections. Facebook announced that it would introduce a fact-checking function to newspaper articles in the Netherlands. However, in the Netherlands, mainstream media outlets continue to have a much stronger foothold than tabloids, overtly partisan news outlets, and social media companies. Consequently, there was already a significant baseline against which disinformation and alternative facts could be benchmarked.

Still, the Netherlands’ preparations had some shortcomings. Efforts to train politicians and government officials—carried out by The Hague Security Delta and other groups—generated little interest. In addition, according to information technology (IT) experts, Dutch political parties did not take sufficient steps to protect their websites prior to the elections.

Notable Interference

According to the AIVD, Russia was not able to “substantially influence” the 2017 election process; its interference was mostly contained to spreading false information in the public debate. The Netherlands was therefore spared another high-profile incident.

One reason for the limited interference might be the increased attention given to the issue by Dutch officials in recent years and the commensurate efforts to enhance preparedness—such as removing electronic counting of ballots—which denied Russia any opportunity to meddle. Moscow may also have been wary of further inflaming public opinion in a country where nearly 200 Dutch nationals were killed by Russian-backed rebels in the MH17 incident in Ukraine. Another reason could be that Russia values its relationship with the Netherlands, which is a major trading partner, and did not want to sow tension with Dutch leaders, especially after the MH17 incident.

Post-Election Responses

To further ensure the availability of reliable information during elections and referenda, Kajsa Ollongren, minister of the interior and kingdom relations, launched a dialogue with representatives of social media and technology companies to discuss the dissemination of fake news. As a result, Facebook partnered with Leiden University and a Dutch news website called Nieuwscheckers to fact-check news shared on social media. The website employs Google’s fact-checking feature, Google Project Shield, which, incidentally, helped protect a popular Dutch voting-information website, Kieskompas, from a distributed denial of service (DDoS) attack during the days leading up to the March 2017 election.

The government has also taken steps to strengthen Europe’s collective efforts. It is considering more Dutch support for the East StratCom Task Force, part of the European External Action Service, and is advocating more dialogue between the EU and North Atlantic Treaty Organization (NATO) on countering disinformation.
Russian interference surrounding the Dutch EU-Ukraine trade referendum, combined with the reports of Russian interference in the 2016 U.S. elections, led Dutch officials to boost their efforts to safeguard the March 2017 elections. They took significant steps to strengthen the resilience of their electoral processes and systems. That being said, Russian influence is still at work in the Netherlands, and Dutch officials need to expand their efforts to include training politicians and protecting political parties. The Forum for Democracy party now wants a referendum on remaining in the EU and is polling in second place in the Netherlands. Moreover, Geert Wilders’ Freedom Party, an anti-immigration and euroskeptic party, has historically been closely aligned with Russian interests in the European Parliament and is advocating the lifting of the EU’s “anti-Russian sanctions.”

Dutch officials need to expand their efforts to include training politicians and protecting political parties.

France: Presidential Election, May–June 2017

Russia’s attempts at election interference in 2017 were perhaps the most brazen in France. While French security officials made admirable efforts to protect against interference, what is more remarkable are the significant preparations made at the party level, in particular by En Marche, the prime target for suspected Russian interference during the campaign.

Preparatory Actions

First, it is worth noting that France has a highly centralized political system and thus has less built-in resilience to interference than other more decentralized systems. The French president is elected directly by voters, but the election occurs in two rounds. In the first round, every candidate who manages to obtain the signature of 500 elected officials is allowed to run. Unless one single candidate receives a majority of votes, the two candidates who obtain the most votes at the end of the first round then face off in the second round.

In October 2016, after learning about Russia’s hacking of the U.S. Democratic National Committee and the subsequent information leaks, the head of the French Prime Minister’s General Secretariat for Defense and National Security, Louis Gautier, wrote a letter to the leaders of the main political parties warning them against the risk of “sophisticated and repeated attacks, obviously carried out by organized groups.” To learn about recent cyber attacks and garner some security advice, he also invited all major parties to attend a closed briefing with the National Cybersecurity Agency of France (ANSSI). The agency provided them with a thirty-six-page cyber security handbook, a fifty-two-page primer on DDoS attacks, and a USB flash drive with additional information. Tellingly, Marine Le Pen’s right-wing National Front party was the only one absent from the briefing.
In addition, other high-level government officials publically and emphatically stated that they would not tolerate Moscow’s attempts to disrupt the country’s democratic process. In February 2017, then French foreign minister Jean-Marc Ayrault strongly implied that Russia was behind the cyber attacks plaguing Emmanuel Macron’s presidential campaign and warned that Paris would not accept “any interference in its electoral process.”

ANSSI’s preparatory activities focused mainly on protecting election infrastructure. Following a systems vulnerability assessment, and contrary to initial plans, the agency announced that electronic voting—banned in France since 2012, with an exception for French overseas voters—would not be permitted at all in the June 2017 legislative elections. In addition, the agency gave parties a list of approved independent experts who could inspect and test their cyber infrastructure on-site. Individual parties have their own structures in place, and both conservative Republicans and center-left Socialists have their own dedicated IT teams. The IT team for Macron’s En Marche party developed unorthodox methods to confuse detected attackers: the policy was to “flood [phishing email] with multiple passwords and log-ins, true ones, false ones, so the people behind them [the attacks] use up a lot of time trying to figure them out.”

Preparations against disinformation campaigns were more ad hoc; government agencies did not appear to make a centralized effort to guard against them. Macron’s IT team developed a system to feed attackers with bogus information to preemptively degrade the value that might be derived from leaked campaign documents. Macron also enlisted an “anti-fake news commando” team of three lawyers to actively stem the barrage of disinformation aimed against him.

Media outlets also took proactive measures to counter disinformation campaigns. In February 2017, Le Monde, a prominent French newspaper, published an index that referenced hundreds of websites and their level of reliability. Google partnered with more than thirty media outlets, including main newspapers and television stations, to build the CrossCheck fact-checking platform.

Notable Interference

Malicious cyber activity during the 2017 presidential election was concentrated almost exclusively on Macron’s campaign. His team first reported that it had been hacked in October 2016 but declined to give details about the nature of the attacker. Facebook confirms that Russian agents set up twelve fake accounts and posed as acquaintances of people close to Macron in attempt to glean intelligence. In addition, spear-phishing emails under the guise of a fake Microsoft storage website attempted to glean passwords and login data from staff members. One and a half days before the runoff vote between Macron...
and Le Pen on May 7, 2017, 9 gigabytes of stolen files and 21,000 emails were uploaded to the platform Pastebin under the username EMLEAKS. In late July, WikiLeaks republished the emails in a searchable cache. Using the hashtag “#MacronLeaks,” the leaks then spread rapidly on social media, becoming a worldwide trending topic.

In January 2017, the security firm Trend Micro attributed many initial phishing attacks to Pawn Storm, also known as APT28 or Fancy Bear. U.S. intelligence agencies consider the group an instrument of Russia’s Main Intelligence Directorate (GRU) and believe it is responsible for the Democratic National Committee hack. Prior to the leaks, then U.S. National Security Agency director Mike Rogers informed French counterparts that the agency had detected possible Russian hacking of France’s election infrastructure. Yet, despite similarities between the Macron campaign attackers and Pawn Storm, ANSSI declined to name Russia directly because the attackers could have intentionally passed themselves off as somebody else. Indeed, some analysts have remarked that the Cyrillic metadata and appearances of the name Roshka Georgiy Petrovich, a supposed employee contracted by Russian intelligence, are almost too numerous when contrasted with the sparsity of evidence found in other Russian attacks. That being said, Russia’s surprising brazenness was clearly evident in 2016, and some believed the goal was to maintain a climate of uncertainty over the vote. Macron’s campaign maintains that “hundreds if not thousands of attacks” against their systems—though presumably not all of them successful—originated from inside Russia or its vicinity.

Researchers from the Oxford Internet Institute estimate that junk news (propaganda and hyperpartisan news and false reporting) accounted for a relatively small percentage of the election-related content shared on Twitter in March 2017, about two months before the first round of votes. Many of the most influential rumors targeted Macron, although some also pertained to early candidates François Fillon, Jean-Luc Mélenchon, and Alain Juppé. Macron was the only one who was unequivocally critical of Vladimir Putin’s Russia. In contrast, Le Pen’s National Front party received direct financial assistance from a Kremlin-affiliated bank, Fillon was spoken of fondly by Putin and advocated for the lifting of sanctions, and Mélenchon wanted France to exit NATO and voiced support for Russia’s interventions in Syria and Ukraine. While many of the rumors about Macron were no doubt homegrown among France’s far right, others originated overseas.

Interestingly, some rumors and memes appeared to come from U.S. Twitter users. Sputnik France and RT France were highly active on Twitter during the lead-up to the election, and an analysis of their coverage by the Atlantic Council’s Digital Forensics Research Lab reveals a strong bias against Macron. Reputatio Lab, a French social media monitoring firm, estimates that RT’s French election coverage reached roughly 145,000 individuals. Among the conspiracies and narratives spread by Russian media about Macron were assertions that he
is an agent for U.S. financial interests and secretly gay.\textsuperscript{59} A network of hyperactive automated accounts (bots) expressing pro-Russian, anti-EU views helped to promote these stories, although it is not known whether these accounts originated in Russia.

Le Pen benefited from the most overt support out of Moscow. In addition to the loan her party received from a Russian bank, she met with Putin in the Kremlin in a photo op designed to reinforce her presidential allure.\textsuperscript{20} That being said, the Kremlin hedged its bets and other pro-Russian candidates also benefitted from the Russian propaganda apparatus.\textsuperscript{51} For instance, a sham study published by a Moscow-based consultancy declared Fillon the leading candidate. The study was loudly touted as being based on a reliable Sputnik poll, leading the French polling commission to swiftly denounce the Russian outlet.\textsuperscript{52}

\textit{Post-Election Responses}

The fallout of the En Marche documents leak—the most spectacular and overt incident during the election process—was limited by several factors. First, the Macron team launched its own influence campaign to reveal that some of the leaked documents were fakes.\textsuperscript{53} This immediately discredited organizations such as WikiLeaks, which had prominently advertised the leaked cache. The fact that the candidate’s team highlighted some of the fakes in record time supports the idea that they had planted the fakes themselves.\textsuperscript{54} Second, existing French legislation limited public sharing of the documents considerably. French election rules prevent the media from quoting presidential candidates or their supporters within twenty-four hours of the vote.\textsuperscript{55} The electoral commission also warned the media and the public at large that they could be prosecuted for publishing documents obtained in the attack.\textsuperscript{56} The rule and the warning were largely heeded, and the majority of the French population did not see the documents.\textsuperscript{57}

Another striking feature of France’s response to Russian interference was the public, explicit reaction of government officials during and after the election. Outgoing president François Hollande openly warned Russia to let up its attacks on the Macron campaign, and, as a newly minted president, Macron squarely pointed the finger at Moscow. During the campaign, Macron banned RT and Sputnik from attending events organized at En Marche’s headquarters.\textsuperscript{58} And after his victory, he strongly criticized the Russian outlets at a joint press conference with Putin in Versailles.\textsuperscript{59} In response to an RT journalist who complained about the restrictions put on her network, Macron unabashedly replied, “Russia Today [RT] and Sputnik were agents of influence and propaganda that spread falsehoods about me and my campaign.”
In January 2018, Macron announced that his administration is working on a law to counter “fake news.”\textsuperscript{60} Despite concerns about free speech, there is widespread support for such legislation. Specific provisions of the law are still unclear, but the French minister for culture recently said that online platforms would be subjected to “new obligations” and that “manifestly false” information would be removed more promptly, especially during election periods.\textsuperscript{61} Macron has also suggested that websites would have to declare who is funding them and that the law would be accompanied by a “strong action on media education.”

**Conclusions**

Several key characteristics of France’s political and social environment provide some fortuitous, built-in resilience to interference—particularly French citizens’ long-standing trust of traditional media and general distrust of online media. Unlike in many other Western European countries, social media penetration is relatively low in France. According to Eurostat, of the French who regularly use the internet, less than half use social networks.\textsuperscript{62} Similarly, among EU countries, France ranks second to last in the consumption of online news, and its population consumes it with a healthy degree of skepticism. A 2017 study found that 75 percent of the French people surveyed trust information from traditional media, while only 32 percent trust information from online media and only 25 percent trust information from social networks.\textsuperscript{63} And it appears that their trust in traditional media is not misplaced. For example, the government’s twenty-four-hour blackout rule was successful in containing the spread of the so-called “MacronLeaks” largely because of the traditional media’s disciplined restraint.

There are also some active measures that other democracies could adopt to stave off Russian interference. In particular, the high level of cooperation in France among the state, political parties, and the media may be a model for others to emulate. The government’s transparent political strategy could also be useful. Once French authorities detected the attacks on its electoral system, they immediately issued clear public declarations and warnings. The Macron campaign followed suit by loudly declaring that they were the target of an organized interference campaign. This raised the stakes for the attackers considerably and mitigated the impact. The technical success underpinning the MacronLeaks was overshadowed by the political cost to Russia, and the French media and public were immediately suspicious of Russian efforts and saw the leak as an illegitimate effort to sway the election.

Of course, while robust, France’s efforts are unlikely to dissuade further attacks. Just a few months after Macron was swept into the Élysée Palace, RT opened a new French channel in Paris.\textsuperscript{64} How much influence this outlet will
have on French public opinion is open to debate, but its budget of 24 million euros is already one-third of leading French news channel BFM TV’s budget. This implies that Moscow is intent on continuing at least some of its activities in France.

United Kingdom: Snap Election, June 2017

Preparations for the British snap election focused primarily on protecting against cyber attacks rather than disinformation campaigns. While few Russian efforts to interfere were observed, the short time span between when British Prime Minister Theresa May announced the election and when it was held could have been an important factor. Russia has previously been accused of seeking to interfere with the Brexit and Scottish independence referenda.

Preparatory Actions

Theresa May announced the so-called snap election in April 2017. Her ostensible aim was to increase her party’s majority in parliament and strengthen her hand in the Brexit negotiations with the EU. With the 2016 U.S. elections still on many minds, British authorities were keen to safeguard the integrity of the electoral process and moderate any attempts at interference. Before the snap election, Foreign Minister Boris Johnson warned that it was a “realistic possibility” that Russia would interfere. U.S. Director of National Intelligence Daniel Coats concluded that the same kind of Russian “influence campaigns” were at work in the United Kingdom.

Because British officials believed that the short timeframe between the announcement and the election would limit Moscow’s capacity to develop an elaborate scheme, they prioritized protecting election infrastructure over preparing for hostile disinformation campaigns. Nevertheless, the UK government kept a close eye on RT and Sputnik.

Learning from the U.S. Democratic National Committee hack and subsequent document leak, the UK’s National Cyber Security Center (NCSC), part of the Government Communications Headquarters, reached out to British political parties to secure their systems. Many feared that campaign staff would be targeted by spear-phishing attackers attempting to obtain sensitive information. The NCSC organized technical seminars for campaign staff, released guidance material, and made its experts available to assist political parties with cyber-related problems.

The UK’s National Cyber Security Center (NCSC) ... organized technical seminars for campaign staff, released guidance material, and made its experts available to assist political parties with cyber-related problems.
United Kingdom also has a parliamentary system where a party, or coalition, needs to control more than half of the country’s 650 constituencies—each represented by one member of parliament—to govern.

**Notable Interference**

In February 2017, the NCSC’s head stated that the United Kingdom had experienced at least 188 cyber attacks—dozens of them serious—during the previous three months. Many were attributed to alleged Russian and Chinese attackers. However, with everyone on high alert, no overt disinformation campaign or cyber operation was detected during the snap election. According to Thomas Rid, a professor of strategic studies at Johns Hopkins University’s School of Advance International Studies, the purpose of Russian hacking prior to the election was not to benefit a particular candidate but rather to sow distrust in democracy since there was “no need for Russian meddling”; following the Brexit vote, the situation in the United Kingdom was “already chaotic enough.”

It remains uncertain to what extent Russian influence campaigns played a role in the Brexit referendum. A study by two researchers from the University of Edinburgh highlighted that some of the Twitter accounts associated with the Internet Research Agency, a notorious troll factory in St. Petersburg, had posted over 3,000 tweets about Brexit. Another team found that 150,000 accounts with various ties to Russia had turned their attention to Brexit in the run-up to the referendum. And while the Kremlin publicly claimed to remain neutral on the matter, Brexit coverage by state-funded RT and Sputnik was consistently pro-leave, with the euroskeptic politician Nigel Farage frequently appearing on the former. Jeremy Corbyn, prior to becoming the leader of the Labor Party, also appeared several times as a guest on RT and has repeatedly voiced anti-American and anti-NATO sentiments.

**Post-Election Responses**

With British political actors still eager to get to the bottom of possible Russian interference in the Brexit vote, the Digital, Culture, Media and Sport Committee in the House of Commons launched an investigation in September 2017 into Russia’s use of social media during the [Brexit] referendum campaign. Independently, the communications agency 8up conducted a study and published its findings in February 2018. It concludes that RT and Sputnik anti-EU articles “won the Twitter war” by ending up on far more feeds than statements made by more classic pro-leave groups. In contrast, a report from the Oxford Internet Institute’s Computational Propaganda Research Project found that Russian Twitter activity contributed relatively little to the overall Brexit conversation, Russian news content was not widely shared among Twitter users, and only a tiny portion of the YouTube
content was of clear Russian origin, adding further uncertainty.\textsuperscript{80} Regardless of the Twitter war’s actual effect, Theresa May has openly accused Putin’s government of “[planting] fake stories” to “sow discord in the West” and has warned, “We know what you are doing. And you will not succeed.”\textsuperscript{81} The executive director of the Government Communication Service made building “social media capability to deal quickly with disinformation” the body’s second priority.\textsuperscript{82} And, in January 2018, the British government decided to create a National Security Communications Unit. The full scope of its activities is currently unknown, but it will be “tasked with combating disinformation by state actors and others” and will report directly to the Cabinet Office.\textsuperscript{83}

Conclusions

Russia’s limited interference in the snap election can partly be attributed to British preparatory actions. As previously mentioned, the election’s relatively short time frame was a key obstacle to the planning and execution of an effective disinformation campaign. However, the absence of a clear pro-Russian candidate may also have played a role in Russia’s apparent inaction. The Brexit referendum was likely of much greater interest to Moscow given the opportunities to take advantage of polarizations and to influence the outcome. Investigations surrounding Brexit are still underway, and new evidence of interference continues to surface. The House of Commons has requested additional information from Facebook regarding its role in the Brexit campaign, an issue that is likely going to be even more sensitive following the recent Cambridge Analytica scandal.

In the United Kingdom, Russian media outlets are generally well established and are used to fuel discontent and division among regions. For example, as recently as November 2017, former Scottish National Party leader Alex Salmond announced that he would be hosting a talk show on RT.\textsuperscript{84} With the majority of Scotland voting in favor of EU membership (after having voted to remain in the United Kingdom in a 2014 referendum), Moscow may have seen an opening to fuel the division. It is perhaps no coincidence that both Sputnik and Pravda International set up shop in Edinburgh in 2016.\textsuperscript{85} Meanwhile, Russian cyber activities in critical British sectors show no sign of abating, suggesting that meddling in British politics and elections is likely to continue. The NCSC states that “Russian hackers attacked British media, telecoms, and energy companies” during 2017.\textsuperscript{86}

Germany: Federal Elections, September 2017

The German federal elections were significant mostly because of the apparent absence of Russian interference despite previous alleged disinformation campaigns and cyber attacks against German government targets. Besides the government’s active preparations, high-level officials’ clear warnings to Russia against interfering likely served as an added deterrent.
Preparatory Actions

Similar to the Netherlands and the United Kingdom, Germany’s concern was only heightened by Moscow’s activities during the 2016 U.S. elections; the government was already on alert due to the high-profile hacks of the German Bundestag, Chancellor Angela Merkel’s Christian Democratic Union (CDU) party, the Ministry of Finance, and the Ministry of Foreign Affairs. All signs pointed to the threat actor APT28, also known as Fancy Bear or Pawn Storm, as the culprit of the 2015 Bundestag hack—the same malicious actor responsible for hacking Macron’s campaign in France and the Democratic National Committee in the United States. And as noted earlier, experts are highly confident that APT28 is an arm of the GRU located in northeastern Moscow. German intelligence services were convinced that Putin was behind the 2015 operation and, in January 2017, the U.S. intelligence community issued its joint assessment of Russian activities during the 2016 U.S. elections.

Germany has been no stranger to the political ramifications of fake news and leaked data. The 2016 “Lisa” story powerfully illustrated the real world consequences of fake news. After spending the night with her boyfriend and being reported as missing by her parents, Lisa, a thirteen-year-old Russian-German girl, claimed to have been kidnapped and raped by migrants in Berlin. Russian media outlets quickly spread the uncorroborated news, the Russian foreign minister accused the German government of a cover-up, and protests erupted in Germany until Lisa eventually admitted the truth. In another example, a minister of Brandenburg state stepped down in 2010 after data from a stolen laptop was leaked to the press, casting him in a dubious light.

Over the past few years, media outlets, primarily right-wing, have been systematically challenging Merkel’s CDU party, especially by calling into question her controversial decision to allow refugees to enter Germany by the thousands in August 2015. The Russian activity helped amplify messages by the Alternative for Germany (AfD) party, which is one of the country’s most nationalist, anti-immigrant party and a fervent advocate for closer ties with Moscow. While only in existence since 2013, the AfD is the third-strongest party in Germany already—just a few percentage points behind the Social Democratic Party (SPD). Notably, voters are increasingly turning away from the “people’s parties” (CDU and SPD), and Germany’s party landscape is becoming increasingly splintered.

Against this background, in March 2017, Merkel convened Germany’s Federal Security Council, a body that only meets when the country faces the most serious threats. The country’s senior security officials discussed a single agenda item: how to protect against potential Russian interference in the September election.
interference in the September election. The steps considered ranged from making potential interference as difficult and costly as possible to instigating retaliatory options if interference should occur. Discussions also centered on the need for a clear legal framework to support the government’s defense against cyber attacks, including potentially neutralizing servers used to carry out the attacks.

Dieter Sarreither, responsible for Germany’s entire electoral area as the federal returning officer at the time, echoed the overall concern in Germany that a faulty election outcome “could undermine confidence in democracy in Germany.” Sarreither was concerned that even a small disruption of the process could cast doubt on the integrity of the process overall and fuel conspiracy theories.

According to Sarreither, German authorities approached the task of defense by differentiating between two potential types of attack: attacks targeting the electoral process and attacks targeting election campaigns directly or indirectly. His office was responsible for the former, whereas responsibility for the latter was distributed among multiple actors—political parties, politicians, and media organizations. At the same time, the federal returning officer “does not have the authority to issue instructions to the other electoral bodies,” including at the state and local levels; these bodies are basically “self-governing bodies,” complicating the task of his office. Moreover, Sarreither clarified that his office is not “the referee of the election campaign” and that it is the “responsibility of all actors to ensure the security of their own systems,” with media also having a “significant responsibility to be diligent in their reporting.”

As early as spring 2017, the German government sent clear signals to Moscow that it should not dare to attempt what it did in the United States, France, and elsewhere. According to a media report, “a Chancellery emissary delivered a stern warning during a visit to Moscow.” In May 2017, Merkel herself issued a warning to Putin, stating that “she assumes ‘German parties will be able to decide their election campaign among themselves.’” That same month, heads of the German domestic and foreign intelligence agencies and the German Federal Police all spoke of the growing dangers from cyberspace at a conference in Potsdam. On June 16, Germany’s president, Frank-Walter Steinmeier—nominally the highest-ranking country official and head of state—took the warnings a step further, stating in an interview that “Were Moscow to interfere in the election of the Bundestag, then the share of commonalities will necessarily decrease.

---

As early as spring 2017, the German government sent clear signals to Moscow that it should not dare to attempt what it did in the United States, France, and elsewhere.

---

1 The federal returning officer is the chairperson of the Federal Election Committee, which essentially acts as an independent fourth pillar of Germany’s democracy during the time of an election. Although it must comply with relevant legal provisions, it is not beholden to other state agencies.
further. That would be damaging for both sides.” All their collective remarks essentially sent a message to Putin that, in the words of Hans-Georg Maaßen, head of the German domestic intelligence service (BfV), “Possibly there is no interest [in the Kremlin] to further strain its relations to Germany.”

In the months leading up to the September election, several actors took steps to minimize the potential impact of hostile influence campaigns. Political parties reportedly entered into a “gentlemen’s agreement” not to use leaked information for political purposes. They also pledged not to use social media bots. Facebook offered to train political parties on two-factor authentication and other basic cyber hygiene, and Google expanded its Knowledge Panel to include specific information on publishers. Together with Jigsaw, Google also started to develop a Protect Your Election package for organizations participating in election processes in Germany and elsewhere. In addition, Germany’s BfV reached out to political parties to share information on potential risks and threats, and the Office of the Federal Returning Officer established a verified Twitter account in early 2017 to allow swift clarifications of potential fake news that could disrupt the electoral process. Similarly, at least one party prepared a draft press statement to buy time in case of a last-minute, MacronLeaks-style hack. Finally, media organizations set up teams of fact checkers to help verify the authenticity of material.

Measures were also taken to safeguard against the hacking of political party computer systems. The Federal Office for Information Security (BSI) offered its services to the main political parties but, for fairness reasons, could not change the services according to each party’s computer programs; thus, some parties could not take advantage of its offer. At least one party sought assistance from private cybersecurity firms but found their services to be too costly. Instead, the party developed in-house training material for its leadership—described as a “30 minute crash course in ‘what is spear phishing.’” Yet even bigger parties with more resources struggled to enhance protections, highlighting that the challenge is both technical and organizational. For example, in 2010, an IT professional from one party proposed encrypting email communications, but it did not begin until 2017.

With regard to election infrastructure, Germany has an advantage: it relies on paper ballots, which election volunteers at about 70,000 voting stations count by hand. The results are then written down. In 2009, Germany’s Constitutional Court issued a ruling that effectively banned the use of electronic voting machines countrywide, declaring them to be in conflict with the principle of reliability and transparency of the election process. Media reports at the time mentioned the potential for manipulation, highlighting that all of the voting machines used in Germany were produced by the Dutch
company Nedap and therefore offered a single point of entry for hackers to more easily manipulate them. The Constitutional Court set the standards for the permissible use of electronic voting machines so high that their use remains unrealistic in the foreseeable future.

Although Germany relies on paper ballots, computers do play a role in collecting, aggregating, and submitting election results from the local to the state level and subsequently to the Office of the Federal Returning Officer. That is why Sarreither’s focus was on the integrity and authenticity of election data and the submission of election results. In spite of public assurances about the security of existing systems, only a few weeks before the September election, members of the Chaos Computer Club—Germany’s hub for hackers and security researchers—identified a critical vulnerability in the PC-Wahl software. While each local entity can choose what software it wants for the election, PC-Wahl is used in at least half of Germany’s sixteen states. The security researchers were able to manipulate the software in spite of several protection mechanisms. The BSI promptly informed Sarreither of the potential vulnerabilities in late July, before they were publicly reported by the media.

The security researchers’ findings essentially affirmed the government’s internal confidential warning that “cyber attacks could aim to manipulate election results during transmission, inject false election results, or technically suppress the transmission of preliminary election results.” In response to their findings, and the media attention, German authorities asked the company producing the software to issue a security update, issued guidance that election results submitted to the statistical agencies of each federal state should be checked against those in the local municipalities, and required that any potential discrepancies be flagged via phone. The Office of the Federal Returning Officer stated that with these changes, “A manipulation of the election outcome is therefore excluded.”

**Notable Interference**

The German case study stands out because no significant Russian interference in the September election has been reported—despite several incidents of Russian activity in years prior, including the Bundestag hack, misinformation campaigns, and the registration of two websites (btleaks.info and btleaks.org) that mirror the “DC Leaks” website from the Democratic National Committee hack. While German officials monitored btleaks.org, no leaks occurred. Similarly, as of a week before the September 2017 election, Facebook had not found ad purchases similar to those during the 2016 U.S. election.

This raises the question: “Why no Russian meddling?” as the New York Times put it. Some observers have argued that it is the less partisan nature
of German politics, continuing trust in mainstream media sources, reliance on paper ballots, and Germany’s multiparty and proportional system that explain this outcome. Others have suggested that the Kremlin reconsidered its approach because it had lost the element of surprise (although that did not keep APT28 from targeting Macron’s campaign) or because it chose subtler techniques, such as focusing on Russian-speaking Germans. Or perhaps Moscow ultimately considered the risk too large—believing that its interference would negatively impact Germans’ views on Russia and weaken its relationship with Germany in the long run. When the United States imposed sanctions against Russia in the summer of 2017 because of the Kremlin’s 2016 interference, it increased the likelihood of European governments taking similar measures, raising the cost for Putin.

The outcome could also be reasonably attributed to high-level government deterrence signals, especially the warning that any interference by Moscow would significantly damage the German-Russian relationship. Following this logic, perhaps Moscow, in spite of having laid the groundwork, decided not to move forward and instead to send the message that it valued the German-Russian relationship. In line with this reasoning, it is worth noting that Steinmeier traveled to Moscow a month after the elections, marking the first time a German president had visited Russia in seven years.

Post-Election Responses
On October 1, 2017, the government passed the German Act to Improve the Enforcement of the Law in Social Networks—known as the Network Enforcement Law. Although the bill was first proposed in April 2017 to primarily reduce hate speech crimes online, the law is now also seen as a mechanism to combat fake news. It compels social networks such as Facebook and Twitter to remove flagged “illegal content” within twenty-four hours or up to a week in special circumstances. If companies fail to establish the processes required to systematically remove the content, they face a fine of up to 50 million euros. The flagging of inappropriate content by users began on January 1, 2018, after a test period.

Despite the good intentions of the law, some groups were quick to criticize it. The United Nations special rapporteur on freedom of opinion and expression, David Kaye, as well as representatives of human rights groups, argued that it limited free speech and introduced incentives for companies to over-comply. It is true that the government and internet companies have dozens of staff dedicated to the law’s implementation—illustrating the law’s heavy compliance requirements—but the total numbers represent very small proportions of the overall staff sizes and revenues of multinational companies.
Conclusions

Due to the underlying principle of proportional representation and the absence of a winner-takes-all rule, the German electoral system is structurally less vulnerable to interference, especially efforts that aim to propel a specific candidate or party to power. For example, Germany’s chancellor is not chosen directly by voters but rather by the party that wins the majority. The chancellor must then be able to successfully form a coalition government with other parties. Meanwhile, parties must garner at least 5 percent of the overall vote to enter parliament. In addition, Germany’s political environment is also significantly less polarized than in some other countries. Finally, regarding the election’s integrity overall, Sarreither considers the “analogue election process with pen and paper still to be the best solution.”

Nevertheless, Germany faces a few key challenges. First, the fact that no significant Russian interference was detected in September 2017 is both a blessing and a curse. Momentum to better protect the election process seems to be waning as political party members and senior officials shift their focus to other priorities. However, several technical and organizational vulnerabilities require continued high-level attention. For example, the Bundestag hack was partly carried out through servers the BSI had on its blacklist for the executive government, but sharing the blacklist with the legislative branch was beyond the scope of its mandate at the time. Further, it appears that certain security measures instituted in 2017 are being circumvented because they are inconvenient to use, and multifactor authentication, data encryption, and other technical fixes have yet to be implemented uniformly across party and parliamentary offices. Applying the fixes will be important, even though they raise both technical and legal issues that are difficult to resolve, including potentially those related to campaign financing. Making other steps that had been of a temporary nature permanent, such as the BSI being able to offer its services to political parties for free, is also important. Finally, because some efforts, including those under the Network Enforcement Law, will not reveal their overall impact for months or years, they should be monitored for necessary adjustments.

Sweden: General Elections, September 2018

Having been a target of Russian cyber attacks in the past, Sweden is another European country deeply concerned about Russian election interference. Swedish government officials began taking active defensive measures more than a year ago. While it is too soon to evaluate these efforts, they have likely raised the country’s preparedness and may serve as a deterrent against Russia.

---

On October 1, 2017, the government passed the German Act to Improve the Enforcement of the Law in Social Networks. It compels social networks such as Facebook and Twitter to remove flagged “illegal content” within twenty-four hours or up to a week in special circumstances.
Preparatory Actions

Like other European countries, Sweden has been on high alert since Russia’s interference in the 2016 U.S. election. However, in this case, the Swedish government has the advantage of time and has been actively preparing for foreign interference in its September 2018 general election. And its efforts appear to be warranted. In December 2016, the head of the Swedish Military Intelligence and Security Service explicitly stated that Russia was responsible for the majority of cyber attacks against Sweden. In March 2017, Prime Minister Stefan Löfven said the country was already “. . . seeing clear attempts at influencing . . . for example . . . [its] security politics.” And, in January 2018, Löfven publicly called Russian attempts to meddle in the upcoming Swedish election “completely unacceptable” and has pledged to expose any further attempts “without mercy.”

Under the Swedish unicameral parliamentary system, voters elect members through proportional representation, and the members, in turn, elect the prime minister. Parties must garner at least 4 percent of the vote to enter parliament (eight parties are currently represented), and the government rules through party coalitions. The Swedish Police Authority, the Security Service (SÄPO), and the Election Authority are the primary bodies responsible for protecting the integrity of elections. While there is one national election authority, there are twenty-one regional and 290 local election authorities who are mainly independent but adhere to national election laws. Sweden’s fairly decentralized election system thus makes it less vulnerable to potential election meddling.

Ahead of the upcoming elections, Sweden is allocating additional resources toward strengthening information and cyber security efforts across the government. The Swedish Armed Forces and the Swedish National Defense Radio Establishment are working together to strengthened the country’s cyber defense capability. The Swedish Government Offices is striving to increase its own ability to identify major cyber incidents and disinformation campaigns and its understanding of how influence operations are carried out.

The high importance that Sweden attributes to guarding against disinformation is reflected in the government’s January 2017 national security strategy document. The document emphasizes the protection of democracy, freedom of opinion, and elections based on the threat from foreign interference. To complement this overall strategy, in June 2017, the government presented a specific “societal information and cyber security” strategy that promotes a whole-of-society approach. It focuses on the roles of national, regional, and local government actors as well as nonpublic, private companies and individuals. And, in January 2018, the establishment of a new government agency responsible for psychological defense—separate from the Civil Contingencies
Agency (MSB)—was announced. While still in its infancy, the new agency’s key objective will be to counter disinformation and foreign influence.

A core focus of Sweden’s efforts to protect the upcoming election process is countering foreign influence operations. The government has assigned the MSB—an agency normally responsible for managing domestic crises—to be the lead agency and coordinator of national efforts to counter disinformation and influence operations (it received its first government mandate to address the threat from Russian disinformation in 2015). In February 2017, the agency began to actively prepare for the upcoming September election. As part of its efforts, the agency—with SÄPO, the Swedish Police Authority, and the Election Authority—has carried out a threat and vulnerability analysis. The analysis covers Russia’s attempts to influence the U.S. and other European elections, the methods used in these cases, and the particular vulnerabilities in Sweden. The final report is classified but has been shared with relevant government agencies, including local election authorities, to help guide their efforts to safeguard the elections.

Informed by the above-mentioned analysis, the MSB has provided specific guidance and information to relevant entities, such as the Elections Authority and electoral districts. In total, approximately 7,000 civil servants at the national, regional, and local levels have received general training on influence operations and the risks associated with them. The main focus has been to increase their capacity to identify vulnerabilities and counter any threats to the election process. As part of the MSB’s efforts, a “Facebook hotline” has been established to provide government officials a forum to quickly report forged Facebook pages—such as a fake page for the Election Authority. The hotline is not to be used to report nongovernmental websites that are spreading false information. However, Facebook has pledged to report suspicious behavior pertaining to the election to Swedish authorities. The MSB has also, with SÄPO and the Election Authority, established a high-level national forum to help coordinate defensive efforts and strengthen Sweden’s ability to mitigate any incidents that occur.

The Swedish government has also been directly engaging the media to further ensure the public’s access to reliable and fact-checked information. The government has been holding regular, voluntary dialogue with traditional and social media representatives to discuss possible measures against disinformation and cyber security. This dialogue complements the formal exchange of information that occurs quarterly through the MSB-chaired Media Preparedness Council. In addition, the MSB and Election Authority are jointly offering training to all major Swedish media houses to increase their capacity to spot and respond to falsified information pertaining to the election. The Swedish Media Council—a government agency whose primary task is to empower
minors as conscious media users—has launched a nationwide education program to teach high school students about Russian propaganda. Individual Swedish media outlets have also launched their own efforts. For example, four leading news outlets have begun a joint fact-checking initiative to combat both domestic and foreign disinformation.

Educating politicians and political parties is another government priority. SÄPO is working to raise political parties’ awareness of potential foreign influence operations during the 2018 election campaign and to increase their preparedness and resilience—going as far as giving party officials a handbook. The agency devotes specific attention to this issue in its 2017 annual report. It has educated all parties in parliament on how external actors hack into computer systems to access data, how they disseminate false information, and what steps the parties can take to protect themselves. SÄPO has also distributed a handbook to 50,000 politicians at the national, local, and municipal levels that includes tips and guidance about disinformation campaigns, password protection, and cyber etiquette. To promote a common national understanding of the risks of election interference, the prime minister has also invited leaders of the other parties to a SÄPO briefing.

Notable Interference Prior to the September 2018 Election
As in many other European countries, the issue of Russian interference has become increasingly salient in Sweden, especially since the start of the Ukraine crisis in early 2014 (although sophisticated and coordinated cyber attacks against Swedish government targets were observed before that). In recent years, Swedish authorities have noted an uptick in hacking operations and dissemination campaigns aimed at polarizing Swedish society, undermining stability, and spreading falsehoods. According to the supreme commander of the Swedish Armed Forces, Russian cyber attacks against the country occur daily.

One prominent example took place in March 2016, when at least seven major Swedish newspapers were subject to prolonged DDoS attacks. Allegedly conducted by Russia, the cyber operation was particularly noteworthy since an anonymous threat had appeared on Twitter days before the attacks, warning the Swedish government against spreading false propaganda. The warning came after the government announced its plans to adopt a new defense strategy in response to Russian aggression. Sweden was also deepening its military partnership with the United States and NATO at the time. After conducting preliminary investigations, the cyber crime unit of Sweden’s national police reported that the attacks had originated in Russia. The Swedish minister of interior labeled the incident an “attack against free speech.” Incidents such as these are likely intended to intimidate Russia’s opponents.
Sweden is also a frequent victim of Russia’s psychological warfare activities. U.S. Senator Ben Cardin’s report to the Senate Foreign Relations Committee refers to the Nordic countries as “a favorite target of the Kremlin’s propaganda machine.” Recent examples include Russia’s attempts to spread fake news about Sweden’s defense policy and the government’s handling of the migration crisis. In May 2017, the Swedish government warned the public about Russian disinformation campaigns during the Aurora 17 joint military exercise with the United States and other NATO countries, which was to occur in Sweden in September. Observed Russian efforts included spreading a false picture of the exercise’s purpose and portraying it as provocative and aggressive in nature to foment fear and distrust among the Swedish public. Previously, false stories about a host nation support agreement with NATO were circulated, suggesting that Sweden would have to accept the installation of nuclear weapons and permanent NATO bases on Swedish soil. Other incidents have involved the creation of fake social media accounts of prominent politicians. For example, false Twitter accounts of Minister of Defense Peter Hultqvist have appeared at least three times.

The migration crisis has also presented Russia with an equally attractive opportunity to spread propaganda. Through Swedish and international media outlets, Russia has allegedly depicted Sweden as a country in chaos, aiming to fuel societal tensions and delegitimize Sweden’s reputation internationally. Russian media platforms, such as RT and Sputnik, have regularly promoted such a depiction, which has been further amplified by far-right and alt-right outlets in Europe and the United States. After launching an outlet in Sweden in April 2015, Sputnik propagated stories suggesting that the Swedish government is struggling to cope with the inflow of migrants. However, on March 11, 2016, Sputnik reportedly closed its Swedish operation—possibly because of the authors’ poor Swedish and the high number of exaggerated or incorrect stories published.

Conclusions

The Swedish government has placed protecting the democratic system at the heart of its national security objectives. It is taking the threat of foreign interference in its election very seriously and is actively implementing measures to protect itself (preparations begun in earnest at least a year and a half ago). Russia’s efforts to meddle in other countries’ elections clearly served as an impetus for Swedish authorities to step up their initiative. They have already taken significant steps to raise awareness of the risks of interference among politicians, media outlets, and the broader Swedish society.

While it is too early to assess the efficacy of Sweden’s efforts, some unique strengths should be expected to play a role. Among these are a well-educated population with high levels of civic literacy and public trust, the use of paper ballots and manual counting, and the employment of one agency to coordinate
national responses to protect the election from disinformation. Particularly noteworthy is Sweden’s whole-of-society approach, which engages media outlets and the education and private sectors. Finally, the willingness of Swedish officials at all levels of government to openly discuss the threat of interference has contributed to raising public awareness and the potential political cost to hostile attackers.

That said, Sweden also faces some notable shortcomings. Although MSB is mandated to support national coordination and assist other agencies with strengthening cyber preparedness and countering hostile influence, the government has not specifically ordered it to lead coordination efforts related to the September 2018 election. In addition, following the end of the Cold War, Sweden gradually scrapped its instruments aimed at implementing a “total defense” approach to information and psychological warfare. As a result, it is having to swiftly reinvent policies and responses to keep pace with the growing demands in the field. The government still lacks several key, supportive legal conditions. For example, it is currently not illegal to spread fake news in Sweden, meaning anyone (including foreign entities) can in principle purchase ads and finance and operate media outlets in Sweden. Currently, the Swedish government’s main tool for countering disinformation—exposing such activities—is reactive rather than preventative in nature. Another legal shortcoming is the limits imposed on the government to map who is spreading opinions in Sweden. Ultimately, the upcoming election will indicate whether Sweden needs to bolster its legal framework and, more broadly, will serve as a crucial test of the government’s current approach and preparedness.

Building an Analytical Framework and Roadmap

The central takeaways from these five case studies and others could usefully inform an analytical framework to help collect and organize lessons learned and best practices. In addition, as more data become publicly available, such a framework could guide in-depth comparative studies aimed at collating countries’ preparatory actions and defensive responses. It could also serve as a tool for academics and governments to share and compare information.

Overall, there is growing consensus that the overarching strategic objective of Russian election interference is to undermine confidence in democratic institutions and processes generally. To achieve this goal, Russia has exploited information and communications technology to target different dimensions of an electoral process. Based on these activities, an analytical framework begins to emerge (see figure 1). It groups the dimensions into three categories: (1) attempts to influence voters’ preferences for a candidate or party, (2) attempts
**Figure 1. Analytical Framework for Election Interference**

### TYPES OF INTERFERENCE

- **Information operations**
  - based on the dissemination of information (e.g., social media campaigns that are legal in most countries)

- **Cyber operations**
  - based on unauthorized access to systems (i.e., hacking that is illegal in the country where effect occurs)

- **Mixed operations**
  - (e.g., the dissemination of illegally obtained information)

### ELECTORAL DIMENSION

1. **Voter Preference**
   - Months and weeks leading up to the election (depending on the country, potentially including primaries)

2. **Voter Turnout**
   - Official voting period

3. **Voting Process**
   - Close to, during, and after election day (including potential efforts to delegitimize the election outcome afterward)

### POTENTIAL TARGETS

1. **Social media platforms**
   - Conventional news organizations
   - Election management bodies
   - Election infrastructure (e.g., voter registration databases, voter management systems)

2. **Party databases**
   - Campaign databases
   - Candidates’ and candidates’ families’ personal accounts

3. **E-pollbooks**
   - Transmission channels for voting results
   - Election workers (intimidation and bribery)

### PROTECTIVE ACTIONS

- **Legal**
- **Technical**
- **Policy**
- **Operational**
- **Educational/awareness raising**

### COUNTRY A

**ACTORS**
- Federal government/executive agency
- State/local government
- Legislative body
- Political party/campaign
- Election software companies and other relevant companies
- Conventional media company
- Social media company

### COUNTRY B

**ACTORS**
- Federal government/executive agency
- State/local government
- Legislative body
- Political party/campaign
- Election software companies and other relevant companies
- Conventional media company
- Social media company

**LEARNING PROCESS**

Over time, between actors and across countries
to manipulate the voting process itself, and (3) attempts to affect voter turnout (these are sometimes overlooked and usually aim to delegitimize the election outcome and the democratic process). Each is tied to a different time horizon, with the first occurring over a period of months and the latter two typically occurring in a single day or over a few days. Information and cyber operations under these three categories can focus on a variety of targets, including social media platforms and conventional news organizations; the databases of political parties, campaigns, and voter registration organizations; the personal accounts of candidates or their families; and voting machines, software developers, or the transmission channels of voting results.

Government actions to protect against these information and cyber operations and others include new legal measures, awareness-raising campaigns, technical changes to election infrastructure, and operational and policy changes, such as the banning of electronic vote counting. Constitutional and legal requirements in all countries limit the federal or central government’s ability to implement these actions unilaterally. A comprehensive analysis of a country’s response to election interference therefore requires studying the actions of all relevant actors. Those incorporated into this framework include federal, state, and local government authorities; legislative bodies; political parties and campaigns; election software and other relevant companies; and conventional media and social media organizations. To populate and expand the framework, further research and additional case studies should be conducted.

**Recommendations**

While research and case studies on Russian election interference are ongoing, available data point to numerous steps governments can take now to improve their preparedness. Quick action remains essential since elections will continue to be vulnerable to manipulation. Russia’s decision to meddle in elections and democratic processes on both sides of the Atlantic, using cyber and disinformation tactics in particular, reflects a consistent trend that blends premeditation with opportunism. At the same time, the risk is not limited to Russian interference and must therefore be addressed regardless of the origin—be it foreign or domestic. While there is heightened awareness around the issue in both the United States and European states in the aftermath of the 2016 U.S. elections, efforts to safeguard elections and protect democratic systems are still in their infancy in many countries.

It is imperative that countries launch a concerted international effort to share best practices and lessons learned: time is of the essence. Understandably,
with some ad hoc exceptions, most efforts to date have been inward-focused; governments have had to quickly adjust to the new threat landscape ahead of scheduled elections. It is now urgent and crucial to begin sharing a wealth of information and knowledge before the next wave of upcoming elections. And it is a resilience-building effort that should include both advanced and struggling democracies, regardless of whether their political systems are robust or currently under stress.

Below are key governmental takeaways derived from open-source information and the European country case studies presented above. The applicability of the lessons learned herein far exceed the transatlantic relationship and can be a reference for greater international cooperation.

- **Consider election systems as part of critical infrastructure**: To ensure that sufficient attention and resources are dedicated to guarding against potential interference using information and communications technology, governments should prioritize the protection of election systems and processes, treating them as critical infrastructure. Placing this protection high on the national agenda could help send a clear message to the potential attacker that any meddling would not go unnoted and would trigger a serious response.

- **Institutionalize preparations to protect election processes**: Preparations for protecting against election interference require close coordination across various relevant government agencies overseeing intelligence, law enforcement, foreign policy, internal security, and election administration at all levels. Assigning a lead entity to establish an interagency process and whole-of-government approach has proved useful in some countries, but the entity needs a clear mandate and adequate resources to be successful. It should institutionalize the monitoring of potential threats by, for example, establishing and tasking teams within the country’s intelligence community to regularly analyze potential signs for planned election interference by foreign powers or domestic adversaries.

- **Focus on resilience measures**: All preparatory actions must aim to strengthen cyber defense capabilities and make any potential interference as costly and cumbersome as possible. This may include switching to nonelectronic systems for casting and counting ballots, as well as keeping secured backups. As the Dutch and French cases show, this switch could be done as a precautionary measure to fully protect the integrity of the voting system and reduce any doubt among the public that the election is free and fair.

Assigning a lead entity to establish an interagency process and whole-of-government approach has proved useful in some countries, but the entity needs a clear mandate and adequate resources to be successful.
• **Conduct regular vulnerability analyses:** Stress tests are important to help identify unknown risks. For example, the German case study illustrates the importance of tasking technical experts and security researchers with penetration testing of electronic systems. Special attention should be given to supply-chain integrity challenges, specifically potential hidden choke points such as software or hardware suppliers.

• **Issue public statements:** Public warnings against potential election interference or statements about actual incidents that have occurred can support two important objectives: deterrence and the sensitization of the public to such activities. In several cases where political leaders explicitly identified Russia as a potential perpetrator and threatened retaliation, actual interference was less than expected.

• **Aid political parties and campaigns:** Government officials should actively engage with political parties and campaigns to improve their cybersecurity practices and basic cyber hygiene. Gaining the strong support of all party leaderships is essential, and educating them on the overall threat to democratic processes will ensure that they feel an overall responsibility for protecting them. This will also help normalize the role that security teams and their resources should play in support of these endeavors. Potentially useful models can be found in several European countries. In France, the government provided parties with a list of vetted, independent cyber experts. In the United Kingdom and Germany, the governments made their cyber experts available to parties should they require additional assistance in addressing a technical problem.

• **Broaden activities to subnational levels:** Governments must also expand their activities from the national or federal level to the regional and local levels. The recent detection of highly targeted, local-level interference in some countries highlights the importance of increasing awareness among state and local officials, election authorities, and volunteers involved in campaigns. Addressing this gap requires tailored and concerted efforts.

• **Develop contingency plans:** Governments and political parties and campaigns should prepare contingency plans in case interference does occur. For example, to buy time and avoid panicking, parties can prepare a press statement in advance of a cyber breach. Individual political parties and organizations with strong in-house IT teams may also want to study the counter-information efforts of En Marche in France. By anticipating cyber operations and taking steps to undermine the reliability of potentially stolen information, Macron’s party was able to undermine the attackers’ ability to utilize the stolen information.147
• **Educate voters about disinformation campaigns**: Educating individual voters is paramount to increasing societal resilience. In Sweden, for example, the government launched a nationwide program aimed at teaching high school students about Russian propaganda. It is also vital that government and intelligence officials publicly release relevant information about cyber operations targeting democratic institutions. And whenever possible, the information should include forensic evidence to enhance public awareness and inform future preparedness.

• **Establish government-media dialogue**: Active engagement between government officials and media providers helps to protect against deliberately planted misinformation. For example, countries might want to establish a permanent media council similar to the one in Sweden, which regularly convenes government and media representatives. Government and social media companies might also want to study and emulate recent coordination on fact-checking operations. Several European governments have actively cooperated with Facebook and other social media companies to combat disinformation. Particularly noteworthy is Sweden’s creation of a dedicated Facebook hotline for election officials to quickly report fake government Facebook pages—although its effectiveness is still too early to judge.

• **Encourage the media to take voluntary steps**: Media organizations must reinforce existing journalistic quality standards and practices to protect against disinformation campaigns. For example, they might consider adopting fact-checking initiatives similar to CrossCheck in France or Correctiv in Germany. Governments, instead of imposing laws to regulate reporting—like France has done—could encourage media companies to voluntarily implement reporting restrictions. This would first require efforts to ensure that journalists are fully aware of the effects of propaganda and disinformation.

• **Engage social media companies to be actively involved in mitigating potential threats**: Engaging social media companies deserves highlighting and specific attention. For most countries, the local population is using social media platforms provided by companies located abroad. Yet social media companies can help mitigate potential threats by identifying disinformation campaigns, sharing information, and taking steps to identify and take down fraudulent accounts. They can also label content known to be inaccurate and provide the correct information alongside to better inform the reader.

• **Explore potential legal measures through an inclusive process**: It is vital that traditional media outlets, social media companies, and civil
society groups be extensively consulted during the process of drafting new legislation. Various governments are considering taking legal measures to help protect against potential election interference. These include removing illegal content from social media; delineating consequences for those who create, disseminate, or amplify misinformation; or requiring transparency regarding political advertisements. Ensuring the broad-based buy-in of relevant societal actors will be crucial to successful implementation.

- **Actively support international cooperation:** Regular exchanges with officials from other countries, especially in the lead-up to important elections, remain ad hoc. There is no institutionalized mechanism for the sharing of lessons learned and best practices. Existing vehicles—including the European External Action Service/East StratCom, the NATO StratCom Communications Center of Excellence (COE), or the Finnish COE on Countering Hybrid Threats—could become the focal point for such an effort. However, given the potential global scope of the threat, any initiatives must go beyond transatlantic cooperation. Foreign ministries and diplomats can make a vital contribution and be the conveners for other government agencies and nongovernmental actors, including media organizations, political parties, and social media companies.

### Preparing for the 2018 U.S. Midterm Elections

Some of the aforementioned takeaways are particularly relevant for the United States as it prepares for its 2018 midterm elections and 2020 presidential election. In considering these lessons, the following specific steps could be useful in bolstering proactive and defensive measures.

- **Issue a clear warning that interference in the 2018 elections by Russia or any other actor will result in severe consequences.** Ideally, the U.S. president, senior administration officials, and leading politicians should all send a clear warning signal to Moscow to more effectively deter potential interference and generally set a clear norm against such interference.

- **Coordinate efforts to protect against cyber attacks and disinformation across the government.** The recent creation of a Cyber-Digital Task Force—comprising representatives from the Justice Department, including the Federal Bureau of Investigation and the Office of the Director of National Intelligence—is a useful first step to improve coordination efforts. Given the toxically partisan political environment, an important, complementary step could be establishing a supportive Congressional bipartisan effort.

- **Provide more training and support to state and local election officials.** In addition to the trainings offered by the Department of Homeland Security (DHS), the federal government should offer additional assistance
and resources to state and local election officials. Requests for such assistance could help to map the districts that require particular attention both for those who requested assistance, and, importantly, those that did not.

- **Conduct regular risk assessments of election infrastructure.** Leading up to the midterm elections, the U.S. Elections Assistance Commission, the DHS, or an independent third party should regularly test election systems for vulnerabilities. The recent establishment of the Elections Infrastructure Information Sharing and Analysis Center is an important step in this direction.

- **Encourage states to reevaluate the use of electronic voting machines.** Educating state officials on the details and pros and cons of electronic voting machines will help them determine whether they should return to paper ballots. Given the likely cost involved, federal financing could be offered to facilitate the transition. At the very least, electoral districts should keep paper records as backups to allow for a recount in case the electronic voting system is tampered with.

- **Encourage political parties and their candidates, staff, and volunteers to follow basic cybersecurity practices.** These practices include the use of multifactor authentication for email accounts, encryption tools, and verified social media accounts.

- **Encourage donors to require that political parties and campaigns implement basic cyber hygiene standards for their candidates, staff, and volunteers.** Absent other mechanisms to ensure widespread implementation and adherence to basic security practices such as two-factor authentication, donors are a promising avenue to nudge the behavior of those involved.

- **Urge political parties and campaigns to explicitly state that they will not use or support social media bots.** Social media platforms have become important tools for political parties and campaigns to get their media out. It is also important for citizens to be able to express their views on social media, including through pseudonyms or anonymously. At the same time, there is a difference between humans and machines producing content and a line can be drawn when it comes to the use of social media bots.

- **Increase society’s resilience by clearly communicating the risks of foreign interference in U.S. democracy.** Senior officials should work to educate voters across the country on the risks associated with election interference. However, their communications should walk the fine line of raising awareness while avoiding alarmism that could further fuel mistrust in the democratic system.
• **Promote independent, citizen fact-checking and investigative journalistic initiatives.** Official government fact-checking channels would likely be less effective in the United States, where distrust in the federal government is significantly higher than in most Western European countries. However, there is a need for more independent, citizen fact-checking and investigative journalistic initiatives, such as FactCheck.org, the *Washington Post’s* Fact Checker, PolitiFact.com, Snopes.com, the German Marshall Fund’s Hamilton 68 dashboard, and the Atlantic Council’s Digital Forensics Research Lab.

• **Improve media literacy among the public.** Given the widespread use of social media and nontraditional media outlets in the United States—as well as the low level of public trust in traditional news organizations—it is important to educate youth, parents, and teachers about disinformation campaigns and ways to counter them. In light of the particular challenges involving misinformation, U.S. regulators and educators should consider placing a greater emphasis on critical thinking and fact-checking in school and college curricula.

*This paper has been corrected to delete the mention of Russia Today (RT) in connection with promoting assertions that Macron is “an agent for U.S. financial interests and secretly gay.”*
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