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About the Partnership for Countering Influence Operations (PCIO)

Citizens, governments, and tech platforms around the world increasingly struggle to counter influence operations.

We believe that little progress will be made without a spirit of partnership between governments, the tech industry, media, academia, and civil society. Such collaborations are challenging but necessary in order to accomplish the three aims that PCIO believes are vital: to answer difficult policy problems related to influence operations; to find ways to understand the effect of adversarial influence operations; and to develop methods for measurement and evaluation of countermeasures.

PCIO is an international initiative, with partners and programming spanning multiple countries including in Latin America, Europe, and the Asia Pacific. PCIO and its advisory group will work actively to shape and promote an international, cross-sectoral consensus on key issues that is informed by evidence and best practice. PCIO leverages Carnegie’s international networks, starting with its global centers, and is complemented by a select number of strategic partnerships. PCIO serves a convening function and as such does not speak on behalf of its members.

About the Policy Perspectives Working Paper Series

Influence operations cannot be solved by one actor alone, yet the field is ripe with mistrust and misunderstanding between industry and government. The PCIO’s Policy Perspectives working paper series offers policymakers a primer on key issues in the field while helping to build consensus among stakeholders.
Summary

“Progress varies a lot between signatories and the reports provide little insight on the actual impact of the self-regulatory measures taken over the past year as well as mechanisms for independent scrutiny.”

The EU Code of Practice on Disinformation (COP) produced mixed results. Self-regulation was a logical and necessary first step, but one year on, few of the stakeholders seem fully satisfied with the process or outcome. Strong trust has not been built between industry, governments, academia, and civil society. Most importantly, there is more to be done to better protect the public from the potential harms caused by disinformation. As with most new EU instruments, the first year of COP implementation has been difficult, and all indications are that the next year will be every bit as challenging.

This working paper offers a nonpartisan briefing on key issues for developing EU policy on disinformation. It is aimed at the incoming European Commission (EC), representatives of member states, stakeholders in the COP, and the broader community that works on identifying and countering disinformation. PCIO is an initiative of the Carnegie Endowment for International Peace and does not speak on behalf of industry or any government.

Key suggestions for the next phase include:

- **Work on cross-sector relationships.** Stop seeing each other as the problem and start building a long-term, progressive relationship to solve the real problems together.
- **Understand differences among stakeholder groups.** Member states, industry, civil society, and academia are not monolithic groups. Aim to find and build on overlapping interests where small, concrete steps can be made.
- **Focus on finding common ground.** Develop a clear vision of a future relationship among stakeholders so that all parties can plan long term to achieve this.
- **Develop a long-term collaborative focus on impact evaluation.** There are no definitive studies on the effects of either influence operations or measures to counter them, and this must be rectified as a matter of urgency.
- **Address the social media black market.** There are broader problems in how the internet is used by malign actors that can only be solved by partnerships among stakeholders.
In addition, these authors identified three key recommendations:

- **Develop a shared terminology.** The lack of common terminologies for the challenge of influence operations—among the EU and its member states and each tech platform—prevents a shared understanding of the problem, an articulation of shared goals, and instructive self-reporting on COP measures. Without agreement over a definitive EU terminological apparatus for all stakeholders to report against, opaqueness and obfuscation will continue to hamper meaningful progress.

- **Develop campaign-wide analytics for impact evaluation.** The major platforms already collaborate on intelligence sharing (including, but not limited to, attribution); in contrast to other business areas, their respective security teams have an open, trusted channel for sharing intelligence on disinformation leads and threat actor tactics, techniques, and procedures. Collaboration at the operational response level arguably indicates the feasibility of collaborating on a shared repository of analytics and campaign-wide data for policymakers and the research community. This could provide an anchor point for deeper and broader multistakeholder collaboration ultimately aimed at better understanding the impact of influence operations (IO) and of countermeasures. Because nobody yet really knows what works and what does not work, the current evidence base is insufficient to support coherent policy.

- **Develop an iterative consultancy process that leads to actionable evidence.** The long-term vision should center on collaboration to develop methodologically sound research on the impact of IO and their countermeasures. PCIO supports efforts to create a sense of common purpose among diverse stakeholders, and it will launch a series of initiatives during 2020 designed to shape consensus around complex issues pertinent to the next phase of the COP.

The relationships among some COP stakeholders are fraught with tension, and there are indications that regulation derived from the Digital Services Act (DSA) and European Democracy Action Plan could complement or replace the COP. At the outset of the COP, the EC had limited evidence, legal basis, political will, and terminology on which to regulate. In preparation for the next steps, whatever they may be, a more inclusive process is necessary to ensure that the regulation hits the mark. This working paper suggests some concrete steps and considerations for the road ahead.

The data used in this assessment are based on published self-reported compliance with the COP through October 2019. Therefore, the analysis is limited by the inconsistent data currently available. It is based on the first annual report, fifteen progress reports, five roadmaps, three EC evaluation reports, and the initial EC communication. Background interviews were conducted with key stakeholders and observers, and PCIO partners were given the opportunity to comment on a draft of this paper. However, the final publication is solely the responsibility of the named author.
Background

The EC published a communication to the European Parliament in April 2018 outlining disinformation as a leading threat to democracies across Europe, as well as to the European Union (EU) itself. The COP, which launched in late 2018 for a trial period of twelve months, is a central pillar of the commission’s efforts to mitigate the problem. With its call to act “swiftly and effectively to protect users from disinformation,” the COP represents an ambitious multistakeholder approach to engaging the tech industry in a voluntary collaboration. One year on, this paper examines how effective these efforts have been and outlines the key issues for the next steps on developing EU policy on disinformation.

Influence operations involve “the targeting of opinion-formation in illegitimate, though not necessarily illegal ways, by foreign actors or their proxies.” These campaigns use both organic and artificially generated content as tools of persuasion to influence and interfere with social relationships and political processes. Despite the difficulty of attribution in cyber operations and digital espionage, evidence suggests that the Kremlin has supported efforts to interfere with domestic politics in countries including Brazil, France, Germany, Mexico, Sweden, Ukraine, United Kingdom, United States, and Venezuela.

Against this backdrop, a 2018 poll conducted by the European Commission found that 85 percent of Europeans reported thinking that “fake news” was a problem for their country and 83 percent felt that its impact on democracy in general was a problem. The COP represents one subset of EU activities in this policy area. Others include the 2015 launch of the European External Action Service’s East StratCom Task Force, convening of the High-Level Expert Group on Fake News and Online Disinformation, extensive efforts to protect the 2019 EU elections, launching of the Action Plan Against Disinformation, and establishment of an EU-wide Rapid Alert System.

As evaluations of the COP are finalized in early 2020, the EC has several options to take the process forward. One is to continue with a COP 2.0, with additional mechanisms and reporting requirements based on the lessons learned from the first year. A second is to continue with the self-assessment approach of the COP but to back it up with some form of regulatory intervention derived from the DSA. Such regulations would be designed to improve oversight, set minimum standards that apply to actors beyond signatories, and add some form of punishment for noncompliance; and they would also be tied to the forthcoming European Democracy Action Plan. A third option is to take a harder line on regulation, developed from the DSA. All three options raise the question of whether EU efforts should focus on the amount of verifiably false content removed or on assessing the processes and procedures used by stakeholders. Similarly, they highlight the need to address how signatory performance can be stated in useful ways that augment further private and public sector efforts to counter influence operations.
Commitments to Progress Reporting

In October 2018, leading tech platforms voluntarily signed the COP, submitting themselves to transparent self-regulation as laid out by the EC. In January 2019, each signatory submitted a baseline report to serve as a roadmap for future efforts to combat disinformation. In addition to the original requirement of a baseline report and an annual report, the commission asked in December 2018 for some signatories to submit progress reports monthly until the conclusion of the European Parliament elections in May 2019. Signatory companies complied with that new request. Following the May 2019 elections, the code required signatories to publish an annual report in October 2019 on the progress of their efforts. All reports indicate progress against the following five categories of commitments outlined in the COP:

1. Scrutiny of advertisement placements
2. Political advertising and issue-based advertising
3. Integrity of services
4. Empowering consumers
5. Empowering the research community

Terminology

Many of the stakeholders involved in mitigating or countering influence operations use their own terminologies to encapsulate their view of the problem. Frequently used terms include information operations, computational propaganda, information manipulation, information warfare, information disorder, hybrid warfare, strategic deception, and manipulative interference. PCIO recommends the term influence operations as an umbrella term for adversary-led interference in a society; it involves techniques such as the spread of disinformation, targeted information operations, and coordinated inauthentic behavior.

Terminology in this area remains challenging. Early efforts in the COP process aimed to tackle fake news. Then in 2018, the COP switched terminology to refer to online disinformation and later just disinformation. Companies also use varying terminology. For example, in their quarterly returns for the COP, Facebook referred to coordinated inauthentic behavior, Google used terms including influence operations and misrepresentation, and Twitter referred to malicious automation, inauthentic activities, and information operations. Member states also use their own preferred terminologies, some of which provide the basis for national regulation and legislation.
Inconsistent terminology indicates a lack of consensus among key stakeholders regarding the scope of the issue and therefore its potential solutions. Clarity over objectives and terminology is required. Furthermore, the process of achieving consensus could itself inform private- and public-sector policymaking by forcing lawmakers to agree on the scope of the issue.

Meanwhile, stakeholders might continue to use their own terminologies internally to suit their view of the scope of the problem. Yet, the current method of reporting progress to the EU using ones’ own terms is unsustainable. As a next step in the development of the COP, stakeholders should agree upon a definitive EU terminological apparatus for all stakeholders to report against. This should position the term *disinformation* within the broader context of operations that use it as a tactic. Terms used should be meaningful, carefully defined to support measurement and clearly linked to priority questions within this area.

**Conceptualization and Scope**

The EU’s High-Level Expert Group on Fake News and Online Disinformation consisted of thirty-nine experts representing online platforms, media, civil society, and academia. It focused on the roles and responsibilities of stakeholders. While such groups can suffer from a lack of focused debate, this group performed a useful role in establishing some of the key criteria that formed the COP and helped to resist the tainted term *fake news*. The expert group should be reconstituted as smaller, focused, multistakeholder working groups that address specific questions at an advanced level. This could, for example, include a technical advisory group developing shared standards for technical attribution, an implementation group working with actors to verify and evaluate stakeholder activities, and a scientific development group synthesizing research developments in the field. These groups could, for example, report to the European Council’s Horizontal Working Party on Enhancing Resilience and Countering Hybrid Threats.

The expert group’s meetings were complemented by a Eurobarometer report that polled 26,500 people across twenty-eight member states. Headline results included that 68 percent of respondents across Europe claimed to encounter fake news on a weekly basis and 71 percent were somewhat confident in their ability to identify fake news. It should be noted, however, that these results are self-reported and somewhat contradictory. First, one would need to be able to identify fake news in order to know whether one was exposed to it on a weekly basis. Second, high confidence in one’s own ability to identify fake news did not seem to affect the belief that fake news was a major problem for others. This is a well-established principle in social scientific research known as *third-person effect*, in which media influence is seen to affect others more than oneself—for example, in relation to video game violence. Clearly, the COP requires a more rigorous and reliable research basis for
policy development. This should balance short-term needs with the long-term time frame of high-quality research. During 2020, PCIO is developing a series of briefing papers designed to orient the policy and research communities toward best practices to support researchers studying IO.

Notably, Twitter and Facebook have taken down influence operations attributed to a broader range of sources than Russia, including China, Iran, India, Pakistan, Saudi Arabia, and Venezuela. This would appear to be the tip of the iceberg since political, private sector, and civil society actors are rarely attributed publicly. Furthermore, the domestic dimension of influence operations is clearly an important frontier that has not been sufficiently addressed in policymaking. The next step in the development of the COP should prioritize and define the scope of actors spreading disinformation to consider state sponsors such as China and Iran, nonstate actors such as terrorist and extremist political groups, and private sector and political actors. Clarification is also required on the germane differences between foreign and domestic influence and how these distinct but overlapping problem sets should interface with the EU’s existing frameworks for hybrid and cyber policies.

Areas of Progress

The main areas of progress are those which could be described as low-hanging fruit—that is to say, activities that do not require significant changes to an actor’s business model or platform structure. Still, providing much of the requested information involved significant operational complexities, costs, and burdens for the reporting organizations. Stakeholders should also be recognized for their willingness to provide funding for strengthening the resilience of civil society to influence operations—though it is a relatively low commitment for them and shifts responsibility onto others to carry out the work. Areas of progress include:

- **Identifying and archiving political advertising.** Facebook, Google, and Twitter established Ad Libraries that catalogue political advertisers. The libraries provide data on examples of the advertisers’ paid content, how much money each advertiser has spent to date, the financing of such paid content, and limited insight on the impressions and engagement the advertisements received. However, representatives from civil society and research organizations have complained about the quality, depth, and breadth of information supplied by some platforms. These advances make it harder for an adversarial actor to run so-called dark ads at scale, as occurred in the 2016 U.S. presidential election. Clearly, however, more needs to be done to improve contextual data, as well as to expand it to include data on paid political speech, paid trolls, and bought engagement. In particular, industry requires clearer guidance around what is most useful to report so that they can prioritize next steps.
• **Access to takedown data.** Twitter has emerged as an industry leader in providing data from state-based IO takedowns to researchers through their Election Integrity Hub, which provides a clearinghouse for policy and data.33 Similarly, Facebook works with third-party experts who can analyze and publish their own independent reports, including IO by nonstate actors. However, without more comprehensive access to takedown and attribution processes across the platforms (and by member states), including borderline cases, these processes can appear opaque to the wider research community. In terms of the broader interactions among industry, governments, research, and civil society, access to data remains a major hurdle to building trust and collaborating more effectively. The Twitter datasets provide an opportunity for further engagement—for example, in assessing the quality and relevance of data for research and analysis, establishing standards and mechanisms for other platforms to publish equivalent data, establishing standards and mechanisms for research and analysis, and establishing protocols for intra- and off-platform analysis. During 2020, Twitter will, in partnership with PCIO, arrange an academic conference where scholars working on the IO datasets can present their findings to Twitter data scientists.

• **Identifying and labeling misinformation.** Labeling misinformation that does not violate advertising policies has increased. For example, Facebook shows relevant articles from fact-checkers on content that’s been rated *false*, *partly false*, or *false headline* by a third-party fact-checker.34 However, it remains unclear how effective content labelling actually is, and more data should be requested to independently assess which posts are labelled, how labelling decisions are made, what various labels mean, and the impact based, for example, on AB testing.

• **Fact-checking.** Facebook and Google have made notable efforts to expand fact-checking practices. For example, Google launched the Fact Check Explorer, which links a searched term or name to independent fact-checker articles.35 Facebook has significantly increased its work with global and regional third-party fact-checkers certified by the Poynter Institute’s International Fact-Checking Network.36 Still, there has been widespread discontent from civil society and researchers concerning the quality of monitoring tools and access to data. However, overall, fact-checking expansion is a positive development, and efforts to build civil society fact-checking capabilities should be welcomed. The EU and member states have also made significant investments in this area. More effort should be placed on developing mechanisms to ensure fact-checked data are delivered to users in a viable manner and integrated into platform structures, fostering better coordination among donors, and ensuring that data from implementation is used to better understand the impact of fact-checking on users.
• **Journalism training.** Programs such as Facebook’s Journalism Project, the Google News Initiative, and the Student View are training thousands of journalists across the EU to better tell fact-supported stories, identify disinformation, and engage in high-quality digital reporting, data journalism, and visualization. Journalists are key stakeholders, and efforts to build their capacity through independent civil society representatives should be welcomed. Journalists must also be educated about their role in the spread and amplification of IO, as they are often targets.

• **Media literacy.** Signatories made progress in creating and supporting media literacy programs. Facebook established a Digital Literacy Library and offered support for regional media literacy programs like Fondazione Mondo Digitale. Twitter partnered with the United Nations Educational, Scientific, and Cultural Organization and provided grants to programs like Shout Out UK; Bite the Ballot; and Tea, Toast and Tweeting. Google funded similar programs in Finland, France, and Portugal. Media literacy programs are an essential investment in solving many of the issues related to IO over the longer term, and commitments in this area should be welcomed. Member states should also step up programming for increasing awareness for how the information environment works and what that means to end users, how they engage with information, and how this might inform their decisionmaking.

**Areas of Insufficient Progress**

As the COP moves into its next phase, the focus must shift to deeper issues. The commission’s first annual report expressed mixed feelings on the progress made between October 2018 and 2019. While the signatories were commended for their commitment to a transparent process, the commission felt that, overall, the different parties had such divergent interests and made progress at markedly different rates and in different directions. Because the signatories face various risks, discrepancies should be expected, but more progress must be made in the following areas:

• **Defining issue-based advertising.** While Facebook identified key social issues subject to influence operations, the company’s political advertisement policy currently excludes sending ads from politicians to its third-party fact-checking partners. However, politicians cannot run ads that violate community standards, nor can they run ads using previously debunked content. Others running ads about social issues, elections, or politics are subject to third-party fact-checking. Twitter, on the other hand, recently introduced a blanket policy in which all political advertisements are banned. Though Google has tightened its policies on political advertisements, it has expressed caution about applying censorship, and new transparency tools are anticipated in early 2020. This is a telling example of different interests driving sudden policy shifts. Three different approaches are now being tested without any apparent and significant undertaking to
consistently and transparently collaborate, coordinate, or evaluate their usefulness and impact. Crucial to the next step in collaboration is consolidating these different experimental approaches into some form of harmonization—even if approaches remain platform-specific—based on any evaluation data that can be collected.

**Detail of data.** The commission consistently urged signatories to provide more granular insights into their data. For example, Facebook reported that 2.19 billion accounts were disabled in Quarter 1 of 2019. The report did not say what percentage of this 2.19 billion was commercial versus politically motivated, organic content versus bot-driven, or European-targeted or not, because many accounts were removed by automated systems and had not necessarily revealed these characteristics. Likewise, Twitter challenged 76.7 million accounts between January and May of 2019, but only 2.3 million were reported to the company by users. No further insights were offered. This is in part due to the challenge of disaggregating spam from IO. While Twitter consistently identified how many ads were directed to each member state of the EU, their reports still provided limited actionable insight.

Tech platforms argue that they are not being asked the right questions, which makes it impossible to select the most relevant data. A more collaborative, iterative process is required to ensure that platforms can fully understand and meet both the requirements and spirit of the voluntary agreement. For example, one major challenge is that the early identification and removal of fake accounts by automated systems makes it harder to develop evidence of what those accounts would end up doing. Other stakeholders must gain a better understanding of tech platforms’ data collection, policy processes, and product development if they are to find a practical means of achieving the common goal of countering disinformation.

**Evaluation of impact.** The EC has been critical of the extent to which Facebook, Twitter, and Google failed to report success metrics for their efforts. The platforms have been critical of changing requirements throughout the COP process. The companies largely reported descriptive statistics, such as the number of attendees at trainings and workshops, the amount spent on programming and grant efforts, and the number of accounts suspended or deactivated. As the commission remarked in its final statement, “reports provide little insight on the actual impact of the self-regulatory measures . . . as well as mechanisms for independent scrutiny.” It should be noted that none of the stakeholders (including member states and the EU) have produced comprehensive data to confirm whether their efforts are objectively and verifiably effective in either stemming disinformation, curtailing influence operations, or protecting the democratic integrity of the 2019 EU parliamentary elections.
Tech platforms have responded to data requests by collecting data on the products, policies, teams, and processes they use to mitigate IO and reporting these as metrics. There are questions about the quality of this data and how verifiable self-reported data really are. The EC and stakeholders should aim to reach clarity on what data are needed to support methodologically sound research on impact that can be used to develop policy. This is not always a question of raw data but of companies having proportionate goals, processes, products, and tools in place; this can also be evaluated. An appropriate forum to support a transparent, consultative, and iterative process is lacking.

- **Empowering research.** The commission’s final statement also noted that “access to data provided so far still does not correspond to the needs of independent researchers.” Facebook’s current model is to work closely with third-party experts to release independent analyses of takedown data for public review. Its collaboration with Social Science One encountered serious technical and governance challenges, particularly in relation to privacy concerns. Since 2006, Twitter has operated an open application program interface to access data, and it recently announced new updates to make data more accessible for researchers. Twitter also maintains a one-terabyte information operations archive that contains all the IO content Twitter has removed, including account info, tweets, and media content. There is frustration within the research community toward Google and Facebook in particular. However, there remains a lack of consensus over what data would be useful to research, to what ends, and under which privacy safeguards. Released data are also not used to their full potential.

The EC should support a dialogue between research and industry to maximize opportunities for productive research aimed at better understanding the impact of IO and of countermeasures. Further, the commission should proactively examine the nature of the current regulatory environment and how it could be adjusted to enable such research, particularly in light of the challenges existing regulation has presented to Social Science One. To this end, PCIO will commission state-of-the-art reports on industry-research standards and collaboration frameworks.

### Key Issues for the Incoming Commission

#### Work on the Cross-Sector Relationships

The idea that the tech platforms are somehow the problem, and that this problem can be solved by regulation, has hampered trust-building between stakeholders. The real problem is threat actors who intend to abuse the platforms, of which platforms are also victims. A regulatory response from the EU is likely to push threat actors from the mainstream platforms to other platforms that are not part of the current COP community; and while regulation can reach these actors, they are less likely to be
part of a genuinely collaborative effort. As a result, the tone and direction of future collaborations should evolve on the grounds that current signatories are still the most viable partners for developing sound EU policy. Threat actors exploiting technology are a significant problem that cannot be tackled by regulation alone. This will require significant efforts from the international community (including the EU) to advance strategies, policies, and law enforcement approaches to counter those actors. All stakeholders share a common interest in protecting end users and must learn to express this in common terms and common goals.

Regulation is also unlikely to succeed because platforms face a strategic choice when it comes to access to data. Options include, for example, establishing pragmatic structures that limit the collection of end-user data so that data requested by new regulation or legislation cannot be provided. The point is that platforms’ relationships to data are a moving target. Furthermore, there remains a lack of clear thinking around how regulation might address political speech and journalistic content. Stakeholders should take a diplomatic approach to accommodating one another’s needs by finding middle ground and working together on smaller issues to build trust. This should include a vision of a functional long-term relationship, grounded in the idea of measurability. The COP arguably remains the best vehicle currently available.

Internationally, the debate on regulating tech platforms is intensifying. Much of the debate seems harmful to freedom of speech, and the debate risks becoming rearticulated to suit the needs of authoritarian states. The EU should aim to become the global leader in setting reasonable, collaborative, workable, and measurable solutions to disinformation. Tech platforms and other stakeholders should make EU collaboration their priority, with a view to setting convincing global standards.

Understand Differences Within Stakeholder Groups

It should be clear that the industry comprises as diverse a group as member states, and interests within these blocks differ. Stakeholders include web browsers, gaming platforms, cloud services, search engines, and social media platforms. Add academia and civil society to the equation, and the picture becomes highly complex and ambiguous. The EU should work to define overlapping interests—for example, in a Venn Diagram of stakeholder concerns. These points of overlap should be considered anchor points for coordinated efforts to build trust by achieving small but concrete results in narrowly focused areas. During 2020, PCIO will publish a series of working papers to support this process.

During the first year of the COP, it has become clear that different actors have different skin in the game and that they are better prepared to report on different requests based on those interests. Furthermore, the ability to quickly and efficiently produce relevant data is different for different actors. Each actor, and especially industry, needs to be able to address its own problems based on the
way its platforms and services are structured, which makes blanket regulation unlikely to succeed. Every step forward should be applauded, but ad hoc, uncoordinated measures will achieve limited results. The next phase of the COP should develop a clear strategic direction that guides actors in their long-term planning so that structures capable of meeting EC requirements can develop over time. Yet a rapidly evolving field also demands agility. Any long-term vision should be backed up by recurring check-ins and opportunities for iterative adaptations where necessary.

Focus on Finding Common Ground

The threat of regulation inevitably leads to viewing some stakeholder relationships solely through the lens of lobbying and public policy. This fails to take advantage of the similarities between multiple areas of work all stakeholders do. Efforts should be made to broaden the scope of engagement among stakeholders, with the benefit of building trust among teams facing similar challenges and helping to shape shared solutions. For example, recent improvements in combating IO through takedowns over the past year have been driven by more effective collaboration across the industry, between civil society and industry, and between industry and government.

For example, attribution is a central element of credibly informing the public about threats from hostile actors. Currently the EU, its member states, the private sector, civil society, researchers, and tech platforms conduct technical attribution of influence operations. However, thresholds and technical standards for attribution differ among actors, making it difficult for the public (and often other parts of the community) to understand the certainty with which an attribution is made. While the tradecraft of attribution must, in some cases, remain a closely guarded secret, indicators of likelihood and the kinds of evidence used should be standardized in a way that enables the public to make a reasonably informed interpretation of a technical attribution. During 2020, PCIO will contribute to the development of community standards for various aspects of counter-IO tradecraft, including attribution.

Develop a Long-Term Collaborative Focus on Impact Evaluation

Given the speed at which new policies and product features are announced and implemented by tech platforms, agility should be built into any future plans. However, this should not be at the expense of a clear strategy that is anchored on the principles of building and responding to an evidence base through measurement and evaluation. The next step in the development of the COP should strike a balance between pragmatism and cautious optimism. This requires clear medium- and long-term visions of the future relationship among stakeholders, of the EU’s role in that relationship, and of how this relationship serves to better protect users from harm. It also requires frank dialogue among
stakeholders, as part of frequent check-ins. Though remaining agile, the strategy should focus upon the common ground of verifiable evidence—that is to say, a scientific basis for understanding the impact of IO and of countermeasures.

**Address the Social Media Black Market**

Social media manipulation is not a platform-specific problem but rather intimately connected to the economics of the internet. More attention should be placed on the so-called social media black market, in which accounts, clicks, views, likes, and comments are bought and sold. Accordingly, the EC should commission rigorous research into the social media black market, consider the results together with the industry, and ultimately develop remedies.

In addition, the debate surrounding the role of tech platforms as publishers is deeply flawed and risks leading to inappropriate regulation. Platforms are malleable and designed to be used in different ways by commercial and noncommercial users. Stakeholders should consider alternative methods of categorizing users, rather than overly focusing on platforms in and of themselves. For example, a user with 200 followers clearly has a different social role and responsibility than a user with 200,000 followers. YouTube has already applied a framework in this direction related to how users with broader reach monetize their accounts. Methods of enforcing different community standards, based on the reach and behavior of the user rather than the platform they use, should be further explored.

Some of the failings in the COP process are symptoms of larger problems. For example, the inability of platforms to produce satisfactory data stems from a more fundamental problem of how to evaluate the impact of influence operations and countermeasures. The question of impact evaluation is the most important one and underpins many assumptions that may eventually be used to shape legislation. Therefore, it is crucial that all stakeholders work together on this foundational step. Stakeholders should place impact evaluation as the cornerstone of their future collaborative efforts, with a view to developing policy based on evaluation data. Understanding the market for social media manipulation can provide a relevant starting point that overlaps with the interests of most stakeholders.
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Notes


2 It is also worth considering that trusted working relationships rely on the fact that the circle of trust is small and well-guarded, with solid legal agreements and limited risks. Building conditions of trust to scale such agreements may be challenging but is worth further consideration.
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29 Directorate-General for Communications Networks, Content & Technology, *Flash Eurobarometer 464*.
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This idea may be credited to Jonathan Herrmann of George Mason University.